
Appetizer:How unluckyis unlucky?
⑮

-
player lottery game company
-
virtual item as reward
ze nothing

$per shot, non-refundable

prob -is to win.
Rules S

player mayshortas many times, waystepany value

3)shots total
Outcome E 1 win. 29 lose is observed prob:o

player sues the company

Ifyou were the linery, whatwould you do?

P((win 29lose/p=jo) =(i. (i)()*=0,137

Is this enough to prove the companyguilty?
or the player is having bad luck?



-

p-value
It's used as testthe null hypothesisto (the initial hypothesis)
Ifp<.05, then we rejectto

Otherwise we don't rejectHo

Discrete case
p-value =the prob. of seeing it that'sequallyrare

+-mob ofseeing the rarer or more extreme

+prob ofseeing the observed

-
The prob calculated with Ho

eg.
Howfair com for 5 times Is the coin fair?
result: 4heads. I tail

↑(4H, 1T) =52 P(5H) =P(55) =52
P(4T, 1H) =52 :,p-value =2 +2,5
Fail to reject Ho

#acceptHo

More data is needed.



Centinuous case
p-value =the blue area

Nm
I A
its counterpart the observed result

Ifwe rejectHo, then itmeans there is a better distribution to fit the data

Otherwise to isenough

Approximate 5% of stats tests from the same distribution will be false positive

Ho random sample -
- to calculate p-rahe

p
=3,68,0,49,0,92,12--

=Ho
How fall is humanL

Iknew they're around init
- What

a

↳
Unfortunately, the alien wentto a kindergarten,

and recorded ang =2,6 ft, SD =0.4 ft

=>p
=0,005 => rejectHo

=>it's a false positive

Human are shorter than I thought

↳



Confusion matrix

P70,05 P18.25eg.
How healthy. Test - virus test
positive :rejectHo= unhealthy

-test positive
type I ever

type 2 error

specificity:1*FP
sensitivity -recall=E

true positive
false positive I false negative

-
-

true negative

p-values are uniform if draw p-values are skewed or close to
fromthe same distri zero if draw from diff. distri



Likelihood
PDF

L10,ix) =Prob(X =x/0 =0) =fx(x,0)
-

(10) =((0,x) =4);(x,;0)
x =the data, 0: the parameters, n =# ofsamples

score follos

bglikehood (10) =log((0)

Score equation oso) =o is to find the max los

Observed information 1.10): - forlo) quantities the confidence

in the MLE(max, likelihood estimation

Expected informationIC0) =EC1010,xs]
I
expected value

Variance VIP)=Icos

If O is multi-dim, E, then Scale equ:0,0) =0

information:11,40) =-cto,lis

Bayes The
likehoods
aprior

posteio price and posterior are
P10/D) =
PO,

P(DS
a cnormalizing const)

distribution (pdf)
D =data
0 =model or parameter



eg. flip a coin

proportionofheads

P(P)

let nil, head-

P(D/0)
*[notapdf)

P(O)D)

If posterior has the same parametric form as price
Then the prior is called conjugate prior

P(01D) =P(0)-
/PCD/0) P(0)CD



I test suppose to is known)

Ho: M =Mb, I
known

Teststat:z =E, where :.

If Ho is true, then Iwill be in normal distri

gaussian
with

(M
=0, =1

If 1212 1.96, then rejectto given 2=0.05

We don'tcalculate p-value
*E value thresholduse.ppt to find we convert a to the threshold

F,:>Mo H,:MC

T testsupposed is unknown)

Ho:M =Mo observed

Teststat:t
=E, where SE = F, s= SDot x

If Ho is true, then I will be in t-distri, with not of



Chi-squared test
· goodness offit
· test for indep

degree offreedom of = (r-1).(c-1), r=#ot rvs, c =# ofcolumns

x
*
=E", oi-observed, ex=expected (calculated by10)
RejectHo if x2> chiz.ppf(0.95,dt)=3.24

25 if p =1-chiz.cd+(x2,dt) < 0.05

data-> x-> p-value compare

-Withthreshold] likeavarie
rejectHo or not

p-value threshold -> threshold PDF

1
atta->ye

compare

#5% area

Been

rejectto or not ↑

3.84



Inference for one variance
Leti be SD ofthe population Ho: 5 =To

S be SD ofthe samples teststat:x=

S" is unbiased estimator of 2, ie. Els=22

It has 22-distri with df =n-1 (if the population is gaussian)

eg. 2
=0.85

Calculate the

confidence interval

- P(X=(x) =1- 2

-

2

↑ ↑
=>

Prs= 12

x, x use ppt to -werbound upper boundcalculate


